
Lble of contents 

Chapter 1. Sampling of Attributes 

1.1 Introduction... . . . ........ . ............... . . ...... . . ......... . .... 3 
1.2 Purpose of this chapter. . . . . . . . . . . . . . . . . . . . . .• . . . . . . . . . . . . . . . . . . . . . 4 
1.3 The twin problems of sampling.... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4 
1.4 A sample of farm facts. Point and interval estimates... . . . 5 
1.5 Random sampling.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . ... .. . . lO 
1.6 Tables ofrandom digits . .......... .... ... ..... ..... . ...... 12 
1.7 Confidence interval: verification of theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14 
1.8 The sampled population.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15 
1.9 The frequency distribution and its graphical representation.... . .. . . . .. . . 16 
1.10 Hypotheses about populations. . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . 20 
1.11 Chi-square .• an index of dispersion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20 
1.12 The formula forchi-square............ ......... ................ .. .. 21 
1.13 An experiment in sampling chi-square; the sampling distribution. . . . . . . . . 22 
1.14 Comparison with the theoretical distribution. . . . . . . . . . . . . . . . . . . . . . . . . . 25 
1.15 The test of a null hypothesis or test of significance. . . . . . . . . . . . . . . . . . . . . 26 
1.16 Tests of significance in practice.. .. . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . 28 
1.17 Summary of technical terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29 

Chapter 2. Sampling From a Normally Distributed Population 

2.1 Normally distributed population. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32 
2.2 Reasons for the use of the normal distribution. . . . . . . . . . . . . . . . . . . . . . . . . 35 
2.3 Tables of the normal distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35 
2.4 Estimators of Jl and a. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39 
2.5 The array and its graphical representation. . . . . . . . . . . . . . . . . . . . . 40 
2.6 Algebraic notation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . 41 
2.7 Deviations from sample mean..... . . . . . . . . . . . . . . . . . . . . ... . . . . . . . . . . . 42 
2.8 Another estimator of a ; the sample standard deviation. . . . . . . . . . . . . . . . . 44 
2.9 Comparison of the two estimators of a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46 
2.10 Hints on the computation of s. . . . . . . . . . . . . . • . . . . . . . . . . . . . . . . . 47 
2.11 The standard deviation of sample means .. . . . . . . . . . . . . . . . . . . . . . . . 49 
2.12 The frequency distribution of sample means. . . . . . . . . . . . . . . . . . . . . . . . . . . 51 
2.13 Confidence intervals for Jl when a is known. . . . . . . . . . . . . . . . . . . . . . . . . . . 56 
2.14 Size of sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58 
2.15 "Student's" t-distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59 
2.16 Confidence limits for Jl based on the t-distribution. . . . . . . . . . . 61 
2.17 Relative variation. Coefficient of variation. . . . . . . . . . . . . . . . . . . . . . . . . . . 62 

ix 



x Contents 

Chapter 3. Experimental Sampling From a Normal Population 

3.1 Introduction........ . ... . . . . ... . .... ...... . . . . ............... . . 66 
3.2 A finite population simulating the normal. . . . . . . . . . . . . . . . . . . . . . . . . . . . 66 
3.3 Random samples from a normal distribution . . .. , . . . . . . . . .. . . . . . . . . . . . 69 
3.4 The distribution of sample means. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70 
3.5 Sampling distribution of S2 and s. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72 
3.6 Interval estima tes of (J2 . . . • . • . . • . . . . . • . • . • . • . • • • . • . . • • • • • • • . • • • . • . • 74 
3.7 Test of a null hypothesis value of (J2 • . • . . . . . . . . . . . . . . . . • . . . . . . . . . . . . . 76 
3.8 The distribution of t. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77 
3.9 The interval estimate of /1; the confidence interval..... . . . . . . . .. . . . . . . . . 78 
3.10 Use of freguency distributions for computing X and s. . . . . . . . . . . . . . . .. . 80 
3.11 Computation of X and s in large samples: example.............. . ... . .. 81 
3.12 Tests of normality. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84 
3.13 A test of skewness. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86 
3.14 Tests for kurtosis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86 
3.15 Effects of skewness and kurtosis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88 

Chapter 4. The Comparison of Two Samples 

4.1 Estimates and tests of differences. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91 
4.2 A simulated paired experiment. . ............... . ....... . ... " . . . . . . . . 92 
4.3 Example of a paired experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94 
4.4 Conditions for pairing. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97 
4.5 Tests of other null hypotheses about J.i.. . . . . . . . . . . . . . . . . . . • • . . . . . . . •• • 97 
4.6 Comparison of the means of two independent samples. . . . . . . . . . . . . . . . . . 100 
4.7 The variance of a difference .............. . ............. .. . " . . . . .. . . 100 
4.8 A pooled estima te ofvariance ...................................... 101 
4.9 An experiment comparing two groups of egual size. . . . . . . . . . . . . . . . . . . . 102 
4.10 Groups ofunegual sizes.............................. . .. . ...... 104 
4.11 Paired versus independent groups. . . . . . . . . . . . . . . . . . . . . . . 106 
4.12 Precautions against bias-randomization. . . . . . . . . . . . . . . . . . . . . . 109 
4.13 Sample size in comparative experiments . " . . . . . . . . . . . . . . . . . . . . . . . . 111 
4.14 Analysis of independent samples when (J¡ # (J2' . . . . • • . . • . . • • • . . . . . . • • . 114 
4.15 A test of the eguality of two variances .............. " ... " ... ... " . . . . 116 

Chapter 5. Shortcut and Non-parametric Methods 

5.1 Introduction ......... . .. ....... . ................... . . .. " . " ... . . 120 
5.2 The t-test based on range... . . . . . . . . . . . . . . . . . . . . . . . . . ..... . .. . . . .. . . 120 
5.3 Median, percentiles, and order statistics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123 
5.4 The sign test.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125 
5.5 Non-parametric methods: ranking of differences between measurements. . 128 
5.6 Non-parametric methods: ranking for unpaired measurements . . . . . . . . . . . 130 
5.7 Comparison of rank and normal tests. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 132 
5.8 Scales with limited values .. : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132 

Chapter 6. Regression 

6.1 Introduction.................................. . . . ... . ...... .... . . 135 
6.2 The regression of blood pressure on age. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135 
6.3 Shortcut methods of computation in regression. . . . . . . . . . . . . . . . . . . . . . . . 139 
6.4 The mathematical model in linear regression. . . . . . . . . . . . . . . . . . . . . . . . . . 141 
6.5 Y as an estimator of /1 = IX + f3x... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 144 
6.6 The estimator of (Jy./. . . . . . . . . . . . . . . • • •• • • . • . • •• . . • . • . •• . . . . • . ••. . 145 



6.7 The method of least squares. . . . . . . . . . . . . . . ... . ..... . .. .. . 
6.8 The value of b in sorne simple cases. . . . ..... . 
6.9 The situation when X varies from sample to sample. . . . . .... . ... . 
6.10 Interval estimates of f3 and tests ofnull hypotheses. . . .... .... ...... . . 
6.11 Prediction of the population regression line. . . ..... .. ..... . 
6.12 Prediction ofan individual y .. . .................. . . . 
6.13 Testing a deviation that looks suspiciously large . .......... .. . . ... . ... . 
6.14 Prediction of X from Y. Linear calibration .................. . ....... . 
6.15 Partitioning the sum of squares of the dependent variate. . . . . . .. . .... . 
6.1 6 Galton's use of the term " regression". . . . ............ . ... . .. . . . 
6.17 Regression when X is subject to error. . .. . .. .. ... . ..... ... .. . . . . . . . . 
6.18 Fitting a straight line through the origin ....... .. . .. . ... . .. ... .. ..... . 
6.19 The estimation of ratios. . . . . . . . . . . . . . . . . . . . . ......... . 
6.20 Summary ........ . 

Chapter 7. Correlation 

7.1 Introduction . .... . 
7.2 The sample correlation coefficient r. 
7.3 Relation between the sample coefficients of correlation and regression .. 
7.4 The bivariate normal distribution..... . . . . . . . .•. . ....... . 
7.5 Sampling variation of the correlation coefficient. Common elements. 
7.6 Testing the null hypothesis p = O. . . . . ................ . 
7.7 Confidence limits and tests of hypotheses about p .. ..... . 
7.8 Practical utility of correlation and regression. 
7.9 Variances ofsums and differences ofcorrelated variables. 
7.10 The calculation of r in a large sample. 
7.11 Non-parametric methods. Rank correlation .. 
7.12 The comparison of two correlated variances .. 

Chapter 8. Sampling From the Binomial Distribution 

8.1 Introduction ........ . 
8.2 Sorne simple rules of probability ....... . ...... . .. . 
8.3 The binomial distribution. . . . . . . . . . . . . . . . . . . . . . ... . . . . . . 
8.4 Sampling the binomial distribution. . . . . . . . . . . . . ....... . .. . 
8.5 Mean and standard deviation of the binomial distribution ............ . . . 
8.6 The normal approximation and the correction for continuity . 
8.7 Confidence limits for a proportion. . ..................... . 
8.8 Test of significance of a binomial proportion. . . . . ....... . 
8.9 The comparison of proportions in paired samples ... 
8.10 Comparison of proportions in two independent samples: the 2 x 2 table .. 
8.11 Test of the independence of two attributes. . . . . . . ........... . 
8.12 A test by means of the normal deviate z . . . . . ...... .. . . 
8.13 Sample size for comparing two proportions . 
8.14 The Poisson distribution ....... . 

Chapter 9. Attribute Data With More Than One Degree of Freedom 
9.1 Introduction... . . . . . . . . . . . . . ........ . 
9.2 Single c1assifications with more than two classes ........ .. ....... . .. . 
9.3 Single classifications with equal expectations .. . .... .. . . .... .. . ....... . 
9.4 Additional tests. . . . . . .................. . . . 
9.5 The X2 test when the expectations are small .... . 
9.6 Single classifications with estimated expectations ..... 
9.7 Two-way classifications. The 2 x e contingency table.. . ...... . . . . 

xi 

147 
147 
149 
153 
153 
155 
157 
159 
160 
164 
164 
166 
170 
170 

172 
173 
175 
177 
181 
184 
185 
188 
190 
191 
193 
195 

199 
199 
202 
205 
207 
209 
210 
211 
213 
215 
219 
220 
221 
223 

228 
228 
231 
233 
235 
236 
238 



x;; Contents 

9.8 The variance test for homogeneity of the binomial distribution . .... ..... . 
9.9 Further examination ofthe data ..... . ......... . 
9.10 Ordered classifications ..... . .......... . 
9.11 Test for a linear trend in proportions .... . 
9.12 Heterogeneity'/ in testing Mendelian ratios .... . .. . . ..... ..... . . 
9.13 TheR x Ctable ..... 
9.14 Sets of2 x 2 tables. . ... .. . . . 

Chapter 10. One-Way Classincations. Analysis of Variance 

10.1 
10.2 
10.3 
10.4 
10.5 
10.6 
10.7 
10.8 
10.9 
10.10 
10.11 
10.12 
10.13 
10.14 
10.15 
10.16 
10.17 
10.18 
10.19 
10.20 
10.21 

Extension from two samples to many . . . ......... . 
An experiment with four samples.. . . ........... . 
The analysis of variance. . . . . . . . . . . ...... . 
Effect of differences between the population means ... . 
The variance ratio, F. . . . . . . . . . . . . .............. . ... . 
Analysis of variance with only two classes .. . 
Comparisons among class means. . . . . . . . . . . . .. .... . . . 
Inspection of all differences between pairs of means .................. . 
Shortcut computation using ranges ................. . .. .. .. ... .... . 
Model I. Fixed treatment effects. . . . . . . . . . . . . . . . . . . .. . ....... . 
Effects of errors in the assumptions. . . ...... . ....... .. ..... . 
Samples of unequal sizes ........... '. . . . . . ... . ..... .. . 
Model II. Random effects. . . . . . ........... . . . . . . . . . . . . 
Structure of model 11 illustrated by sampling. . . .. ' ..... . 
Confidence limits for (T /. . •....•......• . •.•••...•.....•••.• 

Samples within samples. Nested classifications ....... . . ... .. .. ...... . 
Samples within samples. Mixed model ..... . 
Samples of unequal sizes. Random effects ...... ..... .. ...... . . . 
Samples within samples. Unequal sizes. . .. .. ... . . .. ..... ... . . . . 
Intraclass correlation ... 
Tests of homogeneity of variance. 

Chapter 11. Two-Way Classincations 

11.1 
11.2 
11.3 
11.4 
11.5 
11.6 
11.7 
11.8 
11.9 
11.10 
11.11 
11.12 
11.13 
11.14 
11.15 
11.16 
11.17 
11.18 
11.19 
11.20 

Introduction ........... . 
An experiment with two criteria of classification ..... .. . . ... . .... .. .. . 
Comparisons among means ............ . 
AIgebraic notation.. ......... . ........... . 
Mathematical model for a two-way classification .. . 
Partitioning the treatments sum of squares .. 
Efficiency of blocking. . . . . . . . . . . . . . ............. . 
Latin squares. . . . . . . .......... . .... . .... .. . ....... ... ..... . 
Missing data. . . . . . . . . . . ............ .. ......... . 
Non-conformity to model ............ . 
Gross errors: rejection of extreme observations .... . .. . . . . . .. .. .... .. . 
Lack of independence in the errors. . . . .............. . 
Unequal error variances due to treatments ............. . 
Non-normality. Variance-stabilizing transformations .... . 
Square-root transformation for counts .. . 
Arcsin transformation for proportions. . . ............. . 
The logarithmic transformation . . ........ . ... . . ..... . . . 
Non-additivity ............ ...... .. . ... . 
Tukey's test of additivity. 
Non-additivity in a Latin square .... .. .. .... .. .... .. .. . . . . ........ . 

240 
242 
243 
246 
248 
250 
253 

258 
258 
260 
264 
265 
267 
268 
271 
275 
275 
276 
277 
279 
282 
284 
285 
288 
289 
291 
294 
296 

299 
299 
301 
302 
303 
308 
311 
312 
317 
321 
321 
323 
324 
325 
325 
327 
329 
330 
331 
334 



x;;; 

Chapter 12. Factorial Experiments 

12.1 Introduction..................... . ... . ...... . ....... . ........ .. . 339 
12.2 The single factor versus the factorial approach. . . . . . . . . . . . . .. 339 
12.3 Analysis of the 22 factorial experiment. . . . . . . . . . . . . . . . . 342 
12.4 The 22 factorial when interaction is present. . . . . . . . . . . . . . . . . . . . . . 344 
12.5 The general two-factor experiment. . . . . . . . . . . . . . . . . . . . . . . . . 346 
12.6 Response curves. . . . . . . . . . . . . . . . . . . . . . . . . . . . 349 
12.7 Response curves in two-factor experiments.... . .. . . .. . .. ... . . . . .. . .. 352 
12.8 Example of a response surface. . . . . . . . . . . . . . . . . . . . . . . . 354 
12.9 Three-factor experiments; the 23

. . 359 
12.10 Three-factor experiments; a 2 x 3 x 4. . . . . . .. . . .. . . . .. . . . . . . . . . . . . . 361 
12.11 Expected va1ues of mean squares. . . . . . . . . . . . . . . . . . . . . . . . . 364 
12.12 The split-plot or nested design. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . 369 
12.13 Series of experiments. . . . . . . . . . . . . . . . . . . . . . . 375 
12.14 Experiments with perennial crops. . ......... . ....... . ...... 377 

Chapter 13. Multiple Regression 

13.1 Introduction................ . . . . . . . . . . . . 381 
13.2 Two independent variables. . . . . . . . . . . . . . . . . . . 381 
13.3 The deviations mean square and the F-test. . . . . . . . . . . . . . 385 
13.4 Alternative method of calculation. The inverse matrix. . . . . . . . . . . 389 
13.5 Standard errors of estimates in multiple regression. . . . . . . . . . . . . . . . . . . . 391 
13.6 The interpretation of regression coefficients.. . . . . . . . . . . 393 
13.7 Relative importance of different X-variables. . . . . . . . . . . . . . . . . . . . . . . . . . 398 
13.8 Partial and multiple correlation. . . . . . . . . . . . . . . . . . . . 400 
13.9 Three or more independent variables. Computations....... 403 
13.10 Numerical example. Computing the b's. . . . . . . . . . . . . . . . . . . . . . . . . . . 405 
13.11 Numerical example. Computing the inverse matrix. . . . . . . . . . . . . . . . . . . 409 
13.12 Deletion ofan independent variable. ... .. .... 412 
13.13 Selection of varia tes for prediction. . . . . . . . . . . . . . . . 412 
13.14 The discriminant function.. .... . ....... .. ..... 414 
13.15 Numerical example ofthe discriminant function. . . .. . ..... 416 

Chapter 14. Analysis of Covariance 

14.1 
14.2 
14.3 
14.4 
14.5 
14.6 
14.7 

Introduction ..... . 
Covariance in a completely randomized experiment ... . .. . . . ... .. .. . . 
The F-test of the adjusted means. . . . . . ... . ... . 
Covariance in a 2-way classification .... 
Interpretation of adjusted means in covariance ..... 
Comparison of regression lines. . . . . . . . . . . . . . ........ . 
Comparison of the "Between C1asses" and the "Within Classes" regres-
sions ...................... . 

14.8 Multiple covariance ....... . 
14.9 Multiple covariance in a 2-way table. 

Chapter 15. Curvilinear Regression 

15.1 
15.2 
15.3 
15.4 
15.5 

Introduction. . . . . ..... . . . 
The exponential growth curve .... 
The second degree polynomial . 
Data having several Y's at each X value. . ......... . 
Test of departure from linear regression in covariance analysis ... 

419 
420 
424 
425 
429 
432 

436 
438 
443 

447 
449 
453 
456 
460 



xiv Contents 

15.6 Orthogonal polynomlals. . . . . . . . . . . . . . . .. ................ . ....... 460 
15.7 A general method of fitting non-linear regressions.. . . . . . . . . . . . . . . . . . .. 465 
15.8 Fitting an asymptotic regression. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 467 

Chapter 16. Two-Way Classiflcations With Unequal Numbers and 
Proportions 

16.1 
16.2 
16.3 
16.4 
16.5 
16.6 
16.7 
16.8 
16.9 
16.10 
16.11 
16.12 

lntroduction. . . . ............ . . . . .. ..... . ... . 
U nweighted analysis of cell means. . ..... . . . ....... . .... . 
Equal numbers within rows... . . . . . . ............ . ...... . 
Proportional sub-class numbers. . . ..... . ... . . . .. . ...... . 
Disproportionate numbers. The 2 x 2 table ......... . ...... . . . ..... . 
Disproportionate numbers. The R x 2 table. . . . . . . ... . ...... . 
The R x e table. Least squares analysis ........ . . ..... . . . . 
The analysis of proportions in 2-way tables .................... . ... . . 
Analysis in the p scale: a 2 x 2 table. 
Analysis in the p scale: a 3 x 2 table .... . .. . .... . ... . . .. . 
Analysis of logits in an R x e table .. 
N umerical example ............... . 

Chapter 17. Design and Analysis of Sampling 

17.1 
17.2 
17.3 
17.4 
17.5 
17.6 
17.7 
17.8 
17.9 
17.10 
17.11 
17.12 
17.13 
17.14 
17.15 

Appendix 

Populations .......... . 
A simple example .... . 
Probability sampling. 
Listing the population ......... .... . . . 
Simple random sampling ... . 
Size of sample. . ...... . ......... . 
Systematic sampling. . . . . . . . . . . . . . . . . . . ....... .. .. . ... . . .. . . . . . . 
Stratified sampling. . . . . . . . . . . . ........... .... . 
Choice of sample sizes in the individual strata ....... ... . 
Stratified sampling for attributes. . . . . ........... . .. ... .. .. . ... . 
Sampling in two stages... . . . . . . . . . . . . ................. . 
The allocation of resources in two-stage sampling ...... . . . .. . . 
Selection with probability proportional to size ..... . 
Ratio and regression estima tes . . . . ... .. ...... . . . 
Further reading. . . . . . . . .. ... . .. . .... . ......... . . . 

List of Appendix Tables and Notes. 
Appendix Tables. . ......... . 

Author 1 ndex. 
Index to Numerical Examples ... .. .. .. . ... .. . . . 
Subject lndex. . ....... . 

472 
475 
477 
478 
483 
484 
488 
493 
495 
496 
497 
498 

504 
505 
508 
509 
511 
516 
519 
520 
523 
526 
528 
531 
534 
536 
538 

541 
543 
577 
581 
585 


