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INTRODUCTIO 


1-1 DEFINITION OF A CONTROL 

One of the most attractive aspects of 
bility lo control problems of the mosl 
maximum advantage will be laken of 
fully acceplable to any senior engi 
prove impenetrable to students of 
orten are concerned with control 

At the outset, it should be poi 
we shall be concerned with systems. 
of objecls uniled by sorne form of . 
detinition will suffice for the present; 
narrow the meaning. 

The control engineer 
characteristics of a system. As a 
not be in a state of equilibrium 
Under the inftuence of external 
with time in a manner entirely 
the bonds of interaction. The 
inluitional concept of system 
comparisons with expressions like • 
plete definition will be given in Chapo 

In principie, it is possible to 
fashioD by properly choosing the 
other words, one may exert inftuence 
manipulalion of its inputs. This 
Iyslem. The theory of control is 
or law~ for control actions. The 
hardware necessary for the im 
sySlems iD question. 

Figure 1-1 depicts the general 
lhe system, or plant,t is measured by 

t Thís lerm is borrowed from the area of 
In 1bt voc:abulary of control engineers. 


